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While the debate over the relevance of the 
Turing test to the recognition of machine 
intelligence waned over the past 70 years, 
the huge success of generative artificial 

intelligence (GenAI) has given it new life. The reversal in 
interest has shifted the debate to issues that in many ways 
are more central to core issues of cognition than to the 
Turing test itself. 

DIGITAL FOAM AND VACUOUS SEMANTIC 
OMNISCIENCE
Scholarship regarding the Turing test in one way or an-
other relies on the answer to one question: What does the 

Turing test, test? Alan Turing pro-
posed his now-famous test as a prac-
tical guide to determine whether 
computers think.1 Turing’s goal was 
to substitute a tractable empirical 
test for a more rigorous, seemingly 
intractable philosophical analysis. 
Aside from the absence of specific 
criteria regarding the characteris-
tics of an ideal interrogator, the trac-
tability of the test has never been in 
doubt. However, that has not been 

the case with the interpretation of the test. Unfortunately, 
imprecise and inconsistent accounts in the secondary lit-
erature has obfuscated some of the critical issues.

Our starting point is Turing’s actual proposal for an 
“imitation game” that could be used as a substitute for 
more formal analysis. His proposed imitation game works 
as follows:

“It is played with three people, a man (A), a woman 
(B), and an interrogator (C) who may be of either 
sex. The interrogator stays in a room apart from the 
other two. The object of the game for the inter-
rogator is to determine which of the other two is 
the man and which is the woman. He knows them 
by labels X and Y, and at the end of the game he 
says either “X is A and Y is B” or “X is B and Y is A.” 
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The interrogator is allowed to 
put questions to A and B….

We now ask the question, 
‘What will happen when a 
machine takes the part of A 
in this game?’ Will the inter-
rogator decide wrongly as 
often when the game is played 
like this as he does when 
the game is played between 
a man and a woman? These 
questions replace our origi-
nal, ‘Can machines think?’”1

Had Turing omitted the last sen-
tence, much of the confusing second-
ary literature might have fallen still-
born from the press. To be specific, 
Turing never intended the act of pass-
ing the Turing test to be a necessary 
and sufficient condition for a correct 
attribution of human-like thought. 
Rather, under the most generous in-
terpretation, Turing only supported 
half of the conjunction: namely that 
passing the Turing test would be suf-
ficient for a correct attribution of hu-
man thought. The problematic nature 
of even this second condition is our 
current topic. 

To begin, the eponymous Block-
head thought experiment attributed 
to Ned Block2 suggests that the well-
formed sentences that make up a hu-
man conversation could be reproduced 
by any sufficiently powerful computer 
that could be programmed to handle 
the explosion of possible intelligible 
exchange fragments probabilistically. 
For each sentence input there might 
be j possible well-formed responses, 
each of which, in turn, might encour-
age k possible well-formed rejoinders, 
etc. While the product of the possible 
communication elements in the com-
munication chain may be very large, 
they are finite and thus manageable 
with sufficiently powerful computers. 
So, according to the Blockhead argu-
ment, the observed communication 
exchanges, by themselves, cannot 
be sufficient to determine whether 
the communication betrays human 
thought. More is required than just a 

mechanism to generate output. Essen-
tially the same argument has been ad-
vanced by John Searle in his Chinese 
Room thought experiment.3 Searle 
labels the claim that Turing’s test is 
a sufficient condition for the correct 
attribution of human thought the 
strong AI hypothesis and summarily 
rejects it.

Some of these counterarguments 
of sufficiency are nearly as old as 
Turing’s paper. In the 1960’s Hilary 
Putnam’s “Super Spartan” argument 
offered as a counterargument to log-
ical behaviorism the notion that ob-
served behavior is descriptively inade-
quate when it comes to accounting for 
mental states.4 Putnam’s Super Spar-
tans understand the concept of pain, 
can feel pain, and can also engage in 
pain reports, but they have managed 
to avoid any disposition to evince pain 
behavior. That is to say, it appeared to 
Putnam that there was good reason to 
suppose that the connection between 
pain and observed symptomatic pain 
behavior is contingent rather than nec-
essary. To put a finer point on it, there 
must be more to a recognizing the pres-
ence of a mental state (for example, 
thought, understanding, intelligence) 
than observed behavior. In Putnam’s 
words, “causes (pains) are not logical 
constructions out of their effects (pain 
behavior).” Thus, if Putnam is correct, 
Turing’s proposed test is vacuous.

From the modern computer science 
perspective, the corollary to these 
counterarguments is that neither 
thought, intelligence nor understand-
ing can be logically reconstructed 
from shallow GenAI output. We call 
this communication foam because the 
result is airy and insubstantial and not 
a product of a refined, human intelli-
gence. As Block, Searle, Putnam, and 
others observe, more is needed than 
computational imitation. Whether 
this additional element would consist 
of a biological foundation, some sort 
of self- or social- awareness, a com-
plementary analog interface to per-
ception, etc., I’m not prepared to say, 
but back-propagation-enabled neural 

networks trained on unvetted corpora 
seems to us to be a singularly subopti-
mal approach to emulate human qual-
ities like inductive, deductive, and ab-
ductive reasoning, contextualization, 
intuition, ref lection, ratiocination, 
perception, imagination, innovation, 
and, perhaps most of all, common 
sense. Trivial infelicities like the in-
ability to tell how many r’s are in the 
word “strawberry,” the inability to per-
form elementary arithmetic, recog-
nize time on analog clock faces, solve 
brain teasers and the like are not data 
processing problems: these GenAI 
frailties betray more fundamental 
limitations in an attempt to emulate 
human cognition.

While Putnam’s thought experi-
ment suggests problems with using 
empirical, behavioral tests to define 
mental states, Joseph Weizenbaum’s 
criticism a few years later was a more 
direct attack on Turing’s test itself. As 
one of the pioneers of conversational 
AI, Weizenbaum was known for his 
development of Eliza—a computer 
program that simulated a dialog with a 
psychologist that seemed real to many 
participants.5 Since Weizenbaum was 
a controversial critic of AI6 and spe-
cifically addressed the antisocial po-
tential of AI,7 we need to be emphasize 
that we are limiting our discussion to 
his specific views on the potential sig-
nificance of Turing’s test and not on AI 
generally. Weizenbaum expresses his 
position fairly clearly.

“First (and least important), 
the ability of even the most 
advanced of currently existing 
computer systems to acquire 
information …is extremely 
limited. Second, it is not obvi-
ous that all human knowledge 
is encodable in ‘information 
structures,’ however complex. A 
human may know, for example, 
just what kind of emotional 
impact touching another per-
son’s hand will have… [and the] 
acquisition of that knowledge is 
certainly not a function of the 
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brain alone; it cannot be simply 
a process in which an informa-
tion structure from some source 
in the world is transmitted to 
some destination in the brain. 
Third, …there are some things 
people come to know only as 
a consequence of having been 
treated as human beings by 
other human beings…Fourth,… 
even the kinds of knowledge 
that appear superficially to be 
communicable … are in fact not 
altogether so communicable….

[A]ny ‘understanding’ a 
computer may be said to pos-
sess, hence any ‘intelligence’ 
that may be attributed to it, can 
have only the faintest rela-
tion to human understanding 
and human intelligence. We, 
however, conclude that however 
much intelligence computers 
may attain, now or in the future, 
theirs must always be an intel-
ligence alien to genuine human 
problems and concerns.”7

It must be understood that these 
passages were written fifty years ago 
before MS-DOS and the IBM/PC, the 
latest microprocessors were the In-
tel 8080 and Zilog Z-80, and a new 
startup, Apple Computer, Inc., was 
launched in Sunnyvale, California 
Were Weizenbaum to write today, he 
would acknowledge that information 
acquisition via large language model 
(LLM) transformers trained on large 
digital corpora require us to radically 
refine our models of information ac-
quisition. In addition, his second point 
would be understood in the context of 
psychologism, which emphasizes that 
whether behavior may be described as 
truly “intelligent” depends not only 
on the observed behavioral output, 
but also on the internal information 
processing activity that produced it.2 
This is in direct contrast to Turing’s be-
haviorist view that intelligence can be 
ascribed based solely on observed be-
havior. Further, Weizenbaum’s appeal 
to the socialization process is now seen 

to be in concert with Putnam’s require-
ment that any entity that purports to 
equal human intelligence also have a 
“coherent biography.” In the context 
of GenAI, we’ll subsume these short-
comings under the rubric of vacuous 
semantic omniscience. GenAI systems 
are deeply embedded in LLM data sets, 
not reality. No matter how engaging 
one may find GenAI sessions, they 

are conversationally asymmetric and 
epistemologically deficient. 

In any event, Weizenbaum’s char-
acterization of his own seminal soft-
ware creation, the Rogerian, human-
istic psychology simulator Eliza, was 
spot-on: it doesn’t take much sophis-
ticated programming to spoof human 
communication to the satisfaction of 
naïve observers. Indeed, the eagerness 
to apply digital anthropomorphism to 
computers has been given a name—
the Eliza effect.8,9,10

Ted Chiang’s recent analogy be-
tween GenAI output and lossy com-
pression algorithms is noteworthy.11 
He draws attention to the way that the 
lossy compression used in Xerox pho-
tocopiers subtly degrade images. He 
uses as an example photocopies of floor 
plans which compress both the images 
and text, thus changing the scale of the 
plan but without adjusting the numeric 
dimensions. The advantage over the 
predigital form of xerography is that 
all of the text remains readable under 
scaling. The disadvantage is that the 
numbers no longer correspond to the 
dimensions of the copied plans. He con-
trasts GenAI output with a human-writ-
ten first draft: a first draft is an original 
idea expressed poorly, while GenAI is 
an unoriginal idea expressed clearly. 
When it comes to GenAI, the phrase 
“third eye blind” comes to mind.

IN TURING’S OWN TIME
Reservations as to whether computing 
machines could ever be said to be in-
telligent anticipated Turing by nearly 
a century, as Turing noted in his re-
sponse to Ada Lovelace, who claimed, 
in essence, that computers don’t orig-
inate anything and that their output 
is a function of input and (hopefully) 
completely specified algorithms. 

This is Turing’s own account of 
Lovelace’s description of Charles Bab-
bage’s analytical engine1:

“…[it] has no pretensions to 
originate anything. It can 
do whatever we know how 
to order it to perform.”

Turing’s response was supercilious 
and dismissive: 

“A variant of Lady Lovelace’s 
objection states that a machine 
can ‘never do anything really 
new.’ This may be parried for a 
moment with the saw, ‘There 
is nothing new under the sun.’ 
Who can be certain that ‘origi-
nal work’ that he has done was 
not simply the growth of the 
seed planted in him by teach-
ing, or the effect of following 
well-known general principles?”

While admitting that her criticisms 
might be true of the primitive analyti-
cal engine, he argued there is no reason 
to assume that they would also apply to 
newer general-purpose computers that 
were new to Turing’s time. But Turing’s 
dismissal of Lovelace was too hasty. 
Our discussion in the previous section 
is in a way a more contemporary ver-
sion of Lovelace’s objection—not only 

No matter how engaging one may find GenAI 
sessions, they are conversationally asymmetric 

and epistemologically deficient.
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applied to the general-purpose com-
puters of Turing’s day, but also to mod-
ern GenAI platforms.

Douglas Hartree, one of the pio-
neers of computing in the United King-
dome and a contemporary of Turing, 
echoed Lovelace when he reflected on 
the operation of the Electronic Numer-
ical Integrator and Computer:

“But it must be clearly under-
stood that a [computer] can only 
do precisely what it is told to do; 
the decisions on what to tell it to 
do and the thought which lies 
behind these decisions have to be 
taken by those who are operating 
it. Use of the [computer] is no sub-
stitute for the thought of organiz-
ing the computations, only for the 
labour of carrying them out.”12

Bernardo Goncalves’ comprehensive  
summary of these discussions are 
invaluable in placing the Lovelace- 
Hartree-Turing debates in the appropriate 
historical context.13,14

Donald Michie, one of Turing’s 
colleagues at Bletchley Park, offered 
a fairly similar contemporaneous ac-
count of Turing’s testing ambitions. 
Here is Michie’s account of Turing’s 
lecture to the London Mathematical 
Society in 1947:

“… the question which Tur-
ing wished to place beyond 
reasonable dispute was not 
whether a machine might think 
at the level of an intelligent 
human. His proposal was for 
a test of whether a machine 
could be said to think at all.”1

Michie does not provide a definition 
of “think at all.” He merely uses it as a 

linguistic device to designate subhu-
man intelligence. I’m not sure there’s 
much to be gained by describing a 
spectrum from human intelligence 
through sub-human intelligence since 
there is only one special category that 
is relevant to our discussion—that of 
“naïve and suboptimally-educated 
humans” in the context of the inter-

rogator. Bluntly, GenAI output, “of-
ten deficient but never in doubt,” is 
a fascinating, engaging, and com-
pelling communication platform 
that in our view passes Turing’s test 
when the interrogator falls within 
or near that category. 

So, according to Michie, Turing 
held that the “thinking at all” condi-
tion would to be sufficient evidence 
of a ‘thinking’ machine—a low bar 
that I am claiming has been reached 
beyond any reasonable doubt for our 
circumscribed targeted audience. But, 
recall that the Putnam-Block-Searle- 
Weizenbaum-type counterarguments 
wouldn’t begin to appear until the de-
cade after Turing’s death, so we can only 
guess how Turing would have reacted. 
Goncalves provides some evidence 
that Turing might have admitted that 
the counterarguments were convinc-
ing when he quotes an article from 
Robin Gandy (Turing’s only Ph.D. stu-
dent and one of his literary executors):

“(Turing’s 1950 paper) was 
intended not so much as a 
penetrating contribution to 
philosophy but as propaganda. 
Turing thought the time had 
come for philosophers and 
mathematicians and scientists 
to take seriously the fact that 
computers were not merely 
calculating engines but were 

capable of behaviour which 
must be accounted as intelli-
gent; he sought to persuade peo-
ple that this was so. He wrote 
this paper unlike his mathe-
matical papers quickly and with 
enjoyment. I can remember him 
reading aloud to me some of the 
passages always with a smile, 
sometimes with a giggle.”14

GenAI IS THE SINCEREST 
FORM OF (LOSSY) IMITATION
So, there we have it. Turing seems to 
have felt that passing his test would be 
sufficient for the correct ascription of 
human intelligence to computers. But, 
there are good reasons to believe that 
passing the Turing test is insufficient 
for this purpose. Nonetheless, we con-
cede that the latest GenAI platforms 
have passed the test. So, in order to 
reconcile the counterexamples with 
our concession, we need to return to 
our initial question of what the Turing 
test actually tests.

If we admit considerable doubt as 
to whether passing the Turing test 
confirms disembodied intelligence 
yet concede that passing the test con-
firms that GenAI platforms excel at 
simulating human communication 
(in all forms: text, media, animation, 
pretexting, phishing, trolling, …), then 
what could the Turing test be a test of? 
The answer is obvious: imitation. If 
humans can do it, then there’s a good 
chance that GenAI can imitate it. This 
is not surprising as he labeled his test 
an imitation game. 

What drove Turing’s prediction off 
the rails was that his hasty responses 
to detractors were taken too seriously 
by his adherents. Robin Gandy’s com-
ments quoted earlier are particularly 
relevant here. Turing was blinded 
by the radical behaviorism that had 
reached the zenith of its appeal while 
Turing was pondering his test. In fact, 
the discussion of operant condition-
ing and programmed learning that 
appears toward the end of his arti-
cle project unmistakably Skinnerar-
ian overtones. One should consider 

The human-written first draft of a manuscript is an 
original idea expressed poorly while GenAI is an 

unoriginal idea expressed clearly.
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carefully the implications of his sug-
gestion that imitation games could be 
used for teaching, while omitting ‘hu-
man fallibility.” Further, he seems to 
equate imagination with the insertion 
of a “random element in a learning ma-
chine …[to accommodate a] large num-
ber of satisfactory solutions [where 
a] random method seems to be better 
than the systematic.” Clearly, in Tur-
ing’s paper, the value of imagination, 
curiosity, wonderment, creativity, and 
the like take on a behaviorist character.

Had the last sentence of the para-
graph from Turing’s previously quoted 
article read “These questions replace 
our original, ‘Can machines imitate?’,” 
Weizenbaum et al. would have been 
on board. After all, that’s what he de-
signed Eliza to do. Further, Turing’s 
predictions, vis-à-vis an imitation 
game, could be considered spot on. 
Turing predicted that “by the year 
2000 a computer would be able to play 
the imitation game so well that an av-
erage interrogator will not have more 
than a 70-percent chance of making 
the right identification (machine or 
human) after five minutes of question-
ing.”16 By any reasonable measure, he 
wasn’t off by much.

My hunch is that had Turing re-
sponded to his critics in a more mea-
sured way, he might well have been 
open to counterarguments like those 
in the previously described thought 
experiments. He could have taken the 
position that satisfying his imitation 
game offered presumptive evidence 
that the computer is capable of imitat-
ing human behavior in a wide variety 
of communication environments and 
left it at that. This would have spared 
us from 70-plus years of controversy 
over the meaning of his test. And an 
imitation game test has a digital cha-
rades ambiance about it. One could 
imagine this evolving into an interna-
tional student computing competition 
to see which GenAI platform could 
spoof a panel consisting of Donald 
Knuth, Alan Kay, and Martin Hell-
man. (My personal nominees would be 
Whitfield Diffie, Ted Nelson, and Jaron 

Lanier, but that’s just me.) The mind 
boggles at the advertising potential of 
such an event.

So, with the previous caveats, we 
claim that GenAI clearly passes the 
Turing test–at least in the sense of an 
imitation game. But human intelli-
gence? Not so much. The fashionable 
endorsement of Turing’s thesis these 
days is illusionism: the materialist 
view that the belief that there is more 
to human communication (for ex-
ample, consciousness) than observed 
behavior is just an illusion.17 And al-
though I am comfortable with some 
form of psychologism, I don’t want to 
be accused of putting Descartes before 
Dehorse, so I must admit that the final 
word is not in. But even if radical be-
haviorism in the form of illusionism 
proves correct, it seems clear that Tur-
ing’s test still falls short of serving as a 
sufficient condition for the ascription 
of disembodied human intelligence. 

GENERAL CRITERIA FOR 
DISEMBODIED INTELLIGENCE
Turing’s proposal to use his test as a 
measure of intelligence suggests an 
even more provocative challenge: a 
test to determine whether a GenAI 
platform can be said to have con-
sciousness. This, it seems to me, is a far 
more interesting challenge because 
consciousness is less easily confirmed 
and is more resistant to scientific 
investigation than intelligence, and 
presumably more difficult to imitate. 
David Chalmers defines two catego-
ries of consciousness: those associated 
with the “easy” problems of conscious-
ness (for example, mental states), and 
those that are “hard” (for example, ex-
periencing sensations).18 Only the easy 
problems are reductive and amenable 
to scientific inquiry. Conscious experi-
ence is not observable experimentally 
and is unreportable. 

“Awareness is a purely func-
tional notion, but it is nev-
ertheless intimately linked 
to conscious experience. In 
familiar cases, wherever we 

find consciousness, we find 
awareness. Wherever there is 
conscious experience, there is 
some corresponding informa-
tion in the cognitive system 
that is available in the control of 
behavior, and available for ver-
bal report. Conversely, it seems 
that whenever information 
is available for report and for 
global control, there is a corre-
sponding conscious experience. 
Thus, there is a direct corre-
spondence between conscious-
ness and awareness In addition, 
the relationship between 
consciousness and intelligence 
remains unclear. But, whereas 
intelligence seems to be quan-
tifiable (for example, through 
IQ scores), consciousness seems 
less amenable to measurement. 

It is this isomorphism 
between the structures of 
consciousness and awareness 
that constitutes the principle 
of structural coherence. This 
principle reflects the central 
fact that even though cognitive 
processes do not conceptually 
entail facts about conscious 
experience, consciousness 
and cognition do not float 
free of one another but co-
here in an intimate way.”18

These observations suggest that 
a behaviorist approach to even the 
imitation game might be misguided. 
The ascription of intelligence might 
consist of immeasurables that cannot 
be replicated, simulated, or imitated. 
In order for something to have human 
intelligence, there has to be a back-
plane of consciousness—following 
Chalmers, it seems to me that con-
sciousness and intelligence “do not 
float free of one another but cohere in 
an intimate way.” 

So, understanding the relation-
ship between consciousness and 
intelligence may be critical to our 
understanding of cognition. Within 
Chalmers’ framework, Turing’s test, 
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as originally conceived, could be 
said to deal with “easy” problems of 
intelligence—those that are observ-
able and quantifiable. However, the 
immeasurables alluded to in the coun-
terexamples may have to do with how 
intelligence is integrated with other 
aspects of cognition like those men-
tioned earlier. The harder problems 
of consciousness deal with how con-
sciousness is integrated with experi-
ence. A standard justification for the 
existence of hard problems of con-
sciousness is the “explanatory gap”19 
between understanding the physiol-
ogy of sensation and the experience 
of the sensation: understanding the 

functioning of neurons associated 
with pain is not the same as under-
standing how pain “feels.” Another 
frequent justification is by appeal to 
the inverted spectrum problem that 
holds that there is no contradiction is 
holding that the same visual stimuli 
could produce different color expe-
riences in individuals, even though 
behavioral responses and color vocab-
ulary were consistent.20 So, perhaps 
explaining the relationship between 
intelligence and consciousness can be 
used to explain the counterexamples: 
Turing’s test only deals with the easy 
problems of intelligence—those that 
deal with the measure of imitation ef-
fectiveness. It appears to me that the 
inadequacies of GenAI (for example, 
hallucinations, contextual confusions, 
inability to contextualize, brain teas-
ers and logic puzzles) suggest an ex-
planatory intelligence gap of its own.

It would seem that in order for Ge-
nAI to close its explanatory gap with re-
spect to intelligence, certain functions 
must be considered sine qua non. First, 
it must be conclusively demonstrated 
that an LLM-trained GenAI platform 
trained on output that was the result 

of varying degrees of intelligence and 
veracity can produce output that re-
flects a higher degree of intelligence 
and veracity than its aggregate input—
otherwise it’s a simple playback device. 
Intelligence averaging (for example, AI 
hallucinations) should certainly be con-
sidered negative evidence. Confirming 
evidence might include the creation 
and validation of new scientific theories 
(evolution, relativity), mathematical 
and logical proofs (Riemann hypothe-
sis, generalized continuum hypothesis), 
hypothesis verification (Higgs boson, 
Lambda cold dark matter) as well as 
creation of new forms of expression 
(art, music, and literary genres), and 

most importantly of all, introspection 
(self-awareness and self-criticism). We 
note that this condition would not be 
satisfied by any form of external vetting 
of the input corpora to the LLMs (for ex-
ample, by yet additional, external LLM 
platforms). LLM efficacy in any mean-
ingful sense must be manifest in the 
LLM itself. As an aside, we note that this 
seems to relate to differences between 
different categories of “new knowl-
edge”—for example, that which results 
from solving computationally resistant 
mathematical problems (for example, 
the four-color problem), and those of 
meta-mathematics (whether the axiom 
of choice is independent of a particular 
set theory). We observe that our opti-
mism for AI solutions for the former are 
greater than for the latter.

Second, it must be shown how the 
“architecture” of the GenAI platform 
is able to emulate the essence of hu-
man cognition. Such a demonstration 
can begin with what I’ll call the four I’s: 
imagination, introspection, intuition, 
and insight. To avoid the possible bias of 
species chauvinism, we must not insist 
that human biological processes be mir-
rored. But in some suitable context, the 

architecture of the GenAI platform must 
be described meaningfully—algorithmi-
cally, analogically, organically, probabi-
listically, etc. The point is that the four 
I’s are fundamental to human “intelli-
gence,” so if a GenAI platform is said to 
rival human intelligence, they have to be 
manifest in some process, leaving open 
how that may be explained—for exam-
ple, quantum wave functions, chaos the-
ory, some form of baroque logic, etc.

Third, it must be self-aware to the ex-
tent that it understands what it is to be it-
self.15 Mature human thought brings to a 
cognitive event an entire tapestry of back-
ground data and ancillary processes even 
if it is incompletely aware or unaware of 
it. Perhaps this is what Michie refers to 
as “subarticulate thought”—ineffable 
cognitive activity. In any event, we must 
insist upon confirmable self-awareness in 
order to avoid the pitfalls of uninforma-
tive, anthropomorphic characterizations 
of inanimate objects.

So, these are our three criteria for dis-
embodied, human-level intelligence: it 
must be shown, in principle at least, (1) to 
exhibit more intelligence than exhibited 
by its’ input; (2) it must be shown that its 
architecture can accommodate imagina-
tion, introspection, intuition, and insight; 
and (3) it must be shown to be self-aware. 
These are the big three criteria, it seems to 
me. Of course, other milestones are rel-
evant and may be (dis)confirming of our 
goal. For example, we might ask of a puta-
tively intelligent system like GenAI:

1.	 Is it conscious of its own AI 
hallucinations? 

2.	 Can it comprehend the ethical 
implications of deepfakes? 

3.	 How would it reflect on its own 
limitations, biases, prejudices, 
and the like?

4.	 How does it account for AI psy-
chosis (the user-belief that the 
platform is a real human)? 

5.	 Can it distinguish between a 
story that is fictional and one 
that is factual? 

6.	 Does it understand what con-
stitutes empirically verifiable 
statements?

Unfortunately, the most popular form of GenAI 
produces inane fabrications from hollow, 

anonymous thought bubbles.
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7.	 Does it understand why 
questions like “How many r’s 
are in strawberry?” must be 
unambiguous? 

8.	 Does it understand why the 
term “alternative fact” is either 
redundant or meaningless?

9.	 Can it define “brain teaser?”

A TEST FOR 
CONSCIOUSNESS
We’ve been suggesting that a primary 
criterion for disembodied human intel-
ligence is something akin to conscious-
ness. But there is no provision in Turing’s 
model for a test for consciousness—leav-
ing aside the issue of whether he would 
agree that consciousness is relevant to 
intelligence. However, if it is a require-
ment as I claim, it must be agreed that 
the Turing test is inadequate to the chal-
lenge by itself. But if a test for conscious-
ness could be made in parallel with a test 
for intelligence, we might be able to save 
the day for Turing.

Turner and Schneider proposed just 
such a test, the AI Consciousness Test 
(ACT), that uses natural language in-
teraction to confirm that a computer 
has at least a conceptual apparatus 
that produces some sense of self.21,22 
Should GenAI pass the ACT test, this 
would indeed be a breakthrough and 
would lend some credibility to Tur-
ing’s original claim. But in this regard, 
Schneider23 is more circumspect than 
Turing. While she does claim that pass-
ing the ACT test would be sufficient for 
ascribing consciousness to machine, 
she also requires the satisfaction of an 
“interpretability condition.” Only then 
could claim that passing the ACT would 
only be ‘suggestive’ of consciousness. 
Her criteria for satisfying the interpret-
ability condition includes:

“First, that when answering 
ACT, the system processes 
information in a way analogous 
to how a conscious human 
or nonhuman animal would 
respond when in a conscious 
state (having analogues to 
human or nonhuman animal 

brain networks underlying 
consciousness); and second, 
that the system has a sequence 
of internal states akin to what 
a human is in when reasoning 
about consciousness when it 
answers the ACT questions.”23

I think that this is probably the right 
way to approach the problem because 
it is compatible with many theories of 
consciousness (for example, behavior-
ist, functionalist, psychologism). My 
intuition tells me that one can produce 
simple paradigm cases in computer 
code that are more-or-less faithful to 
Schneider’s interpretability conditions, 
but I’ll leave that to another forum. 

Following Turing, we could even 
frame the test as an interrogation game, 
with computers(s), humans, and moder-
ators, but in the end we would still end up 
with distinctions like those mentioned 
by Michie between “human conscious-
ness” and “some form of consciousness, 
but not human.” My point is that no mat-
ter what cognitive capacity we seek to 
apply to technological artifacts, it seems 
likely that we’ll have to make compro-
mises and offer caveats when attribut-
ing qualities to artifacts. Any account 
of human cognitive endeavors, such 
as thought, consciousness, attention, 
speech, learning, memory, perception, 
emotion, etc. would be deficient without 
some explanation of the underlying pro-
cesses and structures involved in an evo-
lutionary context. Any account based on 
observed behavior alone, no matter how 
clever or useful, will necessarily be in-
complete. An experimental framework 
in the form of an interrogation game 
is one step further removed from a full 
understanding. Indeed, it is for such rea-
sons that the field of cognitive science 
derives its importance.

Schneider proposes an ACT test that

“ … would challenge an AI with 
a series of increasingly demand-
ing natural language interac-
tions to see how readily it can 
grasp and use concepts based 
on the internal experiences we 

associate with consciousness. 
A creature that merely has cog-
nitive abilities, yet is a zombie, 
will lack these concepts, at least 
if we make sure that it does not 
have antecedent knowledge of 
conscious in its database … ”22

She has in mind questions that would 
determine whether the putative con-
scious surrogate could comprehend the 
asymmetry of time (for example, “arrow 
of time”) or deal with abstract ideas as-
sociated with self-awareness, nonverbal 
cultural behaviors, abstract philosophical 
issues, etc. on its own and without any 
seeding of the input—especially with re-
spect to relevant operational neurophysi-
ological vocabulary. Schneider offers a list 
of ACT sample questions in this regard, 
some of which have been included in ac-
tual testing protocols.24

The importance of a test for conscious-
ness is obvious if, as I am suggesting, the 
fuel for genuine intelligence is conscious-
ness and that consists of the integration of 
all of the elements of the cognitive appara-
tus: experience, imagination, perception, 
memory, intuition, reflection, ratiocina-
tion, etc. If GenAI can be said to excel at 
any one facet, it would be memory—given, 
of course, the concession that the training 
of any LLM, by its very nature, will neces-
sarily be deficient in distinguishing the 
veridical from the invalid, illusory, and 
unreal on its own. Until such time as LLMs 
incorporate algorithms for common sense 
and the recognition of subtle contextual 
clues, the output is little more than blovi-
ation25 from stochastic parrots.26

The failure to recognize contextual 
clues has always been a criticism of Tur-
ing’s loose specifications for an adequate 
interrogator. When it comes to judging 
the veracity of output (machine or other-
wise) there are many slips ‘twixt cup and 
lip. Judging output is somewhat akin to 
the recognition of forgeries—the dif-
ferences are extremely subtle. An ideal 
interrogator must bring a high degree 
of sophistication to the task and recog-
nize attenuation and nuance as much 
as substance. To illustrate, can an ideal 
interrogator recognize the difference 
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between participants that have not par-
ticipated in public education, flunked 
high school algebra twice, avoided AP 
classes, suffer from mental disorders, 
demonstrated minimal attention span, 
or other marginal traits that are not di-
rectly connected to intellectual ability 
but might suggest important areas that 
affect the direction of the interrogation? 
After all, the adequacy of the interroga-
tion is the core of any putatively reliable 
interrogation test.

Now let’s see how the combination 
of a Turing test and consciousness 
test might prove discriminating. One 
can certainly conceive of a situation 
where a subject demonstrates mini-
mal cognitive capacity but is definitely 
conscious (for example, a cretin). Sim-
ilarly, it is not hard to imagine where a 
subject produces output that is sugges-
tive of intelligence, but not conscious 
(for example, a zombie in Schneider’s 
terms). We leave open where GenAI 
might fit in this spectrum. The outliers 
that our combined tests identify—cre-
tins and zombies—are precisely those 
groups that we seek to rule out as can-
didates as paradigms for human-like 
intelligence, so the combination of 
tests for intelligence and conscious-
ness would appear to be more adequate 
than either, individually. Further, the 
combination of two behaviorist ap-
proaches to consciousness and intel-
ligence seem more reasonable than 
any reductionist, brain-based account 
of either. We leave the question of 
whether the gap between intelligence 
and consciousness may be eventually 
closed by science unaddressed.

Celest Biever remarked recently 
in Nature, “[some] researchers 
agree that GPT-4 and other 

LLMs would probably now pass the 
popular conception of the Turing test, 
in that they can fool a lot of people, at 
least for short conversations.”27 This 
is consistent with my earlier argu-
ment that “naïve interrogators” offer 
the best chance for passing the Turing 
test. To some degree, this article has 

been an effort in part to explain what 
we might consider “naïve.” I’ll illus-
trate my point analogically by way of a 
sample ChatGPT dialog.28

ChatGPT prompt: Write a 
paragraph arguing that 
universities should replace 
the Graduate Record Exam 
(GRE) with the Turing test.

Response: One argument 
for replacing the GRE with the 
Turing test … is that the Turing 
test is a more effective mea-
sure of a student’s ability to 
think and reason. The GRE is a 
standardized test that primarily 
measures a student’s knowl-
edge of specific subjects, such 
as math and English. However, 
the Turing test is a more general 
measure of a person’s ability 
to think and solve problems, 
and it does not require knowl-
edge of specific subjects.

Another argument for re-
placing the GRE with the Turing 
test is that the Turing test is less 
susceptible to coaching and 
preparation. The GRE is a well-
known and widely-used test, 
and there are many resources 
available to help students 
prepare and study for the exam. 
However, the Turing test is less 
well-known and there are fewer 
resources available for stu-
dents to prepare, which means 
that the results of the Turing 
test may be less influenced by 
coaching and preparation.

Furthermore, the Turing test 
has the potential to provide a 
more accurate and comprehen-
sive assessment of a student’s 
abilities and potential. The GRE 
is a limited and narrow measure 
of a student’s knowledge and 
skills, and it may not accurately 
reflect a student’s potential or 
ability to succeed in graduate 
school. In contrast, the Turing 
test is a more comprehensive 
measure of a person’s ability to 

think and reason, and it may 
provide a more accurate assess-
ment of a student’s potential to 
succeed in graduate school.

The following point must be em-
phasized. This response is coherent, 
well-formed, and eminently readable 
while at the same time absolute non-
sense. Not even Alan Turing argued 
convincingly that the Turing test is a 
“general measure of a person’s ability 
to think and solve problems.” As we 
showed previously, Turing felt that 
the test could be used as a measure of 
whether computer output could be in-
distinguishable from human output—
not whether it could be used to assess 
understanding. This takes us back to 
our original question: what does the 
Turing test, test? This is a fundamental 
question. And ChatGPT got it wrong. 
And the reason that it got it wrong 
has to do with the fact that LLM neu-
ral net platforms fail to internalize an 
adequate model of human intelligence 
and consciousness. 

In sum, the only reasonable re-
sponse to the question of whether 
GenAI can pass the Turing test is “yes 
(with caveats).” In this article, I at-
tempted to elaborate on the caveats. 
My position is that the core of human 
cognition involves properties and 
processes that are at this time (al-
though not necessarily) ineffable and 
hence beyond the capacity of GenAI 
to adequately emulate. I am referring 
primarily to the so-called higher cog-
nitive processes that integrate ratioci-
nation, creativity, problem-solving and 
the like, and not to the more basic cog-
nitive properties that involve percep-
tion, language processing, memory, 
etc. In the immediate future, GenAI 
holds out great promise at providing 
humans with unlimited recall, but it is 
nowhere close to providing unlimited 
intelligence. In a sense, GenAI takes us 
one step closer to Vanavar Bush’s 1945 
vision of memex28 where “Wholly new 
forms of encyclopedias will appear, 
ready-made with a mesh of associative 
trails running through them, ready to 
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be dropped into the memex and there 
amplified.”29 Unfortunately, the most 
popular form of GenAI produces inane 
fabrications from hollow, anonymous 
thought bubbles.

Intelligence is more than informa-
tion processing, and consciousness 
is the dark energy of cognition—the 
stuff of which imagination, creativity, 
and the like is made. They are bound 
together in ways that are best left to 
neuro and cognitive scientists to de-
scribe. However, they will have to be 
embodied in any form of disembod-
ied intelligence worthy of the name. 
At this point, GenAI are “zombies” 
with great memories. Just as Eliza said 
more about the immaturity of clini-
cal psychology than the power of AI, 
ChatGPT4 says more about the intel-
lectual naivety of human interroga-
tors than the power of GenAI. 
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