
When it comes to higher education in the United 
States, the 20th century will be known as 
the century of retrodorsal, reactive, regres-
sion. For all of the progress made in science 

and technology in the past century, we have precious little to 
show for an understanding about the nature and causes of 
our success. Don’t misunderstand me. Science and technol-
ogy are doing fine by themselves—it’s our post facto assess-
ment of how we accomplished what we did that falls short. 
Nowhere is this more obvious than in the penchant for the 
absurd quantification of research quality by citation metrics. 

To repurpose one of Edsger Dijkstra’s 
observations, this has been a mistake 
carried through to perfection.

METRIC MANIA
Socrates is reported to have said that 
an unexamined life is not worth 
living. In the academy, this amounts 
to continually challenging ourselves 
with questions. Are we accomplish-
ing anything of enduring value? Is 
what we do worth doing? Instead, 
we all too often fall into herd-like 
behavior and substitute relatively 

meaningless goals like, for example, maximizing cita-
tion scores. Unfortunately, this has found acceptance in 
the academy. At any given moment in time, it seems like 
the academy is one bad idea, strategic plan, or strength, 
weakness, opportunities and threat (SWOT) analysis away 
from total breakdown. When it comes to the assessment 
of scholarship, we’ve wandered away from legitimate ap-
praisal to bean counting. To further compound the prob-
lem, we’re even counting the wrong beans.

Trying to quantify the quality of scholarship and research 
is akin to measuring the intensity of emotion: we may rec-
ognize qualitative difference when we see it, but it’s impos-
sible to score it objectively, fairly, and without bias. But in 
the world of a self-absorbed, short-term, upwardly mobile, 
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narrow-focused, criticism-averse mod-
ern university administrator, bureau-
crat, politician, or corporate leader, bean 
counting all too often becomes a go-to 
tool for institutional assessment. A text-
book case is the rank-and-yank person-
nel evaluation program that contributed 
so significantly to Enron’s ascendancy as 
the corporate paradigm of excellence it 
enjoys today.

To be fair, such administrative short-
comings are in no small measure a re-
sponse to myriad external pressures 
that come with the job. A central ad-
ministrator has to simultaneously sat-
isf y key stakeholders, like trustees  
and regents, politicians, potential and 
benefactors, legislators, and business 
leaders—any one of whom can throw 
the proverbial guano into the institu-
tional punchbowl. It goes without say-
ing that faculty and students are above 
reproach (I say this with tongue firmly 
placed in cheek). This falls under the 
rubric of a kind of administrative an-
orexia wherein administrators dis-
cover that, while their ability to actu-
ally improve their academy is largely 
beyond their control, they are in total 
control of the flow of memos, reports, 
budget requests, meeting schedules, 
off-campus retreats, strategic plans, 
SWOT analyses, and evaluation cycles. 
Therefore, these latter activities oc-
cupy much of their waking moments 
because—wait for it—they can con-
trol them. The watchword is: if you 
can’t figure out a way to achieve insti-
tutional greatness, issue a memo, de-
mand a report, or schedule an off-cam-
pus retreat. At least that way you can 
document that you’ve done something 
for your salary.

STAGES OF SOPHISTRY
The use of metrics in the evaluation 
of scholarship appears to have begun 
in the 1950s when Eugene Garfield 
created the field of scientometrics—
t he qua nt it at ive mea su rement of 
scholarly work—for his Institute for 
Scientific Information.1 This evolved 
into the cottage industry of citation 
indexing of scholarly journals that  

we know today. To be clear, I take no 
particular issue with either Garfield’s 
scholarly work or citation indexing in 
general. Both fall within the sphere of 
legitimate curiosity-inspired research. 
Rat her, it is t he subsequent use to 
which it has been put that is problem-
atic. What has happened is that the 
relatively obscure and moderately in-
teresting study of scientometrics has 
been adopted as a legitimate indicator 
of quality, relevance, and importance 
in the evaluations and assessments of 
faculty scholarship—in some cases, on 
equal footing with peer review. Some 
faculty now wear their citation index 
scores as a badge of honor without any 
critical assessment of the accuracy, 
precision, or value of the processes  
involved. Regrettably, scientometrics 
is too often being considered on a par 
with more relevant, subjective, and 
impossible-to-quantify criteria in de-
cision making when it comes to the 
evaluation of scholarship. The de facto 
mantra of this metric mania should 
be “cost savings before insight.” There 
ought to be a placard to that effect on 
the wall of every provost and dean so 
that prospective faculty realize what 
they’re up against when it’s time for 
promotion and tenure.

In an earlier academy (pre-1980), the 
assessment of scholarly prowess relied 
primarily on local peers—colleagues 
and academic administrators (as op-
posed to career administrators)—com-
plemented with external peer review 
from alleged experts. In most subject 
areas, the grist for this mill was pri-
marily scholarly and published work 
presented in some form appropriate 
to the discipline. In that bygone era, 
it was not unusual for all responsible 
parties to actually read publications 
and make an informed judgment of 
quality. This method was not without 
shortcomings, but it was light–years 
ahead of bean counting.

But those halcyon days are largely 
past. A by-product of our current post-
modern, digital age is this enthusias-
tic acceptance of putatively objective 
measures like metrics to “assist” in 

scholarly assessments. Many variet-
ies have been developed for such pur-
poses, and several online resources 
ut i l i ze t hem. Goog le Schola r a nd 
Microsoft Academic Search are well-
known websites that build metrics 
into their indexing services. Computer 
professionals who are long enough in 
the tooth will recall that the idea of 
web resources that would integrate 
document search with some sort of 
metadata analysis dates back at least 
to the 1990s, when CiteSeer was de-
veloped at the NEC Research Insti-
tute.2 While CiteSeer’s goal focused 
primarily on the addition of citations 
to the index of bibliographic entries 
in a central database or digital library, 
later web tools sought the expansion 
to all online resources. The slide from 
listing citations to calculating metrics 
was transformative, for the latter can 
be used like a rapier by the unenlight-
ened and self-serving administrator—
not to mention narcissistic, competi-
tive faculty. As the saying goes, figures 
don’t lie, but liars figure. 

What must be remembered is that 
metrics are disentangled from the under-
lying scholarship and can be manip-
ulated into pretty much any narrative 
one chooses because they are decontex-
tualized. This flexibility makes the re-
liance on metrics inherently subject to 
abuse. There is a close parallel between 
metrics and scholarship, and movie 
reviews and motion pictures. But with 
movies, it is understood by all that re-
views may be ad hoc and arbitrary and 
are not always reliable indicators of 
quality. However, with scholarship, 
metrics are assumed to be reliable be-
cause they are quantitative in nature, 
objectively determined, and based on 
publicly accessible data derived from 
the Internet. What could possibly be 
wrong with that?

Clearly, indexing hyperlinks of scho-
larly resources, analyzing and compar-
ing their document metadata, indexing 
and analyzing nontextual data such as 
imagery and graphs, performing text 
analysis, and using a host of advanced 
f i le m a n a gement tec h n iques t h at  
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support efficient and effective com-
prehension, and so on are legitimate ac-
tivities in service to scholarship. These 
ideas can all be traced back to the pio-
neering work of Vannevar Bush,3 The-
odor Nelson,4 and Douglas Engelbart,5 
dating back more than a half century. 
(Nelson’s account of much of this history 
has been captured in a video interview by 
Devon Zuegel; see https://www.notion.
so/blog/ted-nelson.) But the intention 
of this triumvirate was to facilitate the 
acquisition of knowledge, not to evalu-
ate and rank it. The difference between 
comprehension and critique is pro-
found and irreconcilable.

METRICITY 
DECONSTRUCTED
So what metrics might be useful to 
measure scholarly quality? Most ac-
ademics would agree that any metric 
worthy of the name should measure 
impact. That should be our starting 
point. But how do we do that? Worthy 
assessment of a scholarly paper, for 
example, might include a spectrum of 
reasonable measures that consider a 
multitude of factors. For example:

1. Did anyone read it?
2. Did anyone react to it (for exam-

ple, with a review or a letter to 
the editor)?

3. Did any teachers outside the au-
thor’s circle of influence assign 
it to their students? Is there 
any reason to suspect that such 
students reacted positively?

4. Was it included as a course 
reading assignment by 
teachers?

5. Was it referenced in M.S. theses 
or Ph.D. dissertations?

6. Did anyone support or chal-
lenge it in a review?

7. Was it republished or 
reprinted?

8. If it was included in a digital 
library, how many full-page 
downloads did it produce?

9. Do any standard reference 
sources (encyclopedias or texts) 
refer to it?

10. Was it cited? If so, by whom?
a. How many citations were 

self-citations?
b. How many citations were 

produced by coauthors and 
students?

c. How many coauthors were 
involved?

d. How many citations were 
venue specific?

e. How many citations were 
external to the knowledge 
domain?

f. How many citations were 
produced by domain-knowl-
edge experts?

g. What percentage of 
citations was produced 
by archival (journal) 
publications?

Note that citation counting is but 
one measure of many. And, like the 
other measures, it has its own unique 
set of problems. For one, using citation 
metrics in the measurement of impact 
must necessarily include an estimate 
of the credibility and importance of 
the citation sources. Obviously, in the 
special case where the list of coauthors 
is coextensive with the sources of the 
citations, we might question whether 
the citations mean much. The phrase 
“write-only publication” has been used 
to describe such cases. At the other 
extreme, citations could come from 
leading scholars in the field who have 
little or no connection to the authors. 
In this case, the citations would seem 
to be a much more accurate measure of 
impact. Unfortunately, any situation 
between these two extremes requires 
interpretation, and any reasonable in-
terpretation would require contex-
tualization, which in turn would re-
quire reading the source material and 
having familiarity with the literature. 
So for the majority of cases, the inter-
pretation of the metrics takes as much 
effort as the old-timey method during 
the halcyon days.

In addition, special consideration 
must be given to self-citations, which 
measure only the esteem in which 

the author(s) regard their own work. 
While self-citations are useful for re-
constructing research lineage, they 
are not valuable for much else. We may 
generalize one step beyond self-cita-
tion to citations produced by “circles 
of influence,” including the authors 
and subsequent generations of their 
students and postgraduates. These  
citation threads work much as natu-
ral selection does in evolution: long-
term success cannot be achieved in 
the absence of diversity. And, as with 
evolution, the long-term effects of in-
breeding in scholarship are likely to 
be undesirable and unsustainable. 
Such was the case with Lysenkoism, 
geocentric astronomy, cold f usion, 
and the endless outpouring of cargo 
cult science6 that has been enjoying a 
renaissance for the past 50 years. It is 
worth noting that this very phenome-
non caused Einstein to criticize quan-
tum physics. It wasn’t that he thought 
quantum physics was wrong; he con-
sidered it to be an incomplete product 
of a herd mentality. Predictive capacity 
wasn’t enough for Einstein. Explana-
tory capacity was also required. Quan-
tum entanglement without the latter 
was but spooky action at a distance—
akin to vaporware in computing.

You can see where this is going: the 
use of citations as a measure of quality 
is necessarily sketchy. Citations are 
like recommendations. They are only 
as good as the citer/recommender. 
This leads to an infinite regress as 
the burden of credibility passes down 
step by step through succeeding gen-
erations of recommendations. What 
is more, naked metrics do not distin-
guish between critical citations and 
supportive ones. So we need another 
metric for the strength of each en-
dorsement, and so forth. In short, cita-
tion metrics are worthless apart from 
interpretation, and meaningful inter-
pretation requires the same level of 
domain knowledge and understand-
ing as peer review.

And so far, we’ve only dealt with pa-
rameter 10. What about 1–9? Are they 
equal in value to 10? They are certainly 
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relevant in some circumstances, so 
why aren’t they also quantified? The 
plain fact is that only parameter 10—
citations—is easy to count and simple 
to automate. Citations are the low-
est-hanging fruit on the tree of assess-
ment, not because they provide any 
more meaningful assessments than  
the alternatives, but rather because 
they are inexpensive to generate. Let’s 
label citation analysis for what it is: 
scholarly evaluation on the cheap.

The point is that questions like 1–10 
are all collectively necessary for any 
thorough evaluation of scholarship, 
but no subset is, in itself, sufficient. 
All require an interpretation cycle 
that is as challenging as the under-
standing of the scholarly work that 
they purport to represent. Failure to 
appreciate this is the first of two pri-
mary causes of the evaluative non-
sense facing university faculty today. 
I’ll drive home this point with two ex-
treme examples: the 15 May 2015 issue 
of Physical Review Letters, announcing 
the discovery of the Higgs boson mass 
by the CERN Large Hadron Collider, 
which listed 5,154 coauthors,7 and a 
1996 article by Alan Sokol, apropos of 
nothing in particular, in a social sci-
ence journal.8

In the case of the nine-page CERN 
article, the authors/page ratio is 573:1, 
and the authors/word ratio is 1:1. 
These are accurate, objective, and 
quantitative measures, to be sure. 
But no reasonable person would sug-
gest that they accurately reflect the 
importance of the article. One won-
ders whether the coauthor list is due 
to gatecrashing (coauthors are listed 
who are largely unfamiliar with the 
content), proforma recognition of level 
of effort, horse trading between coau-
thors, misuse of authority or power, or 
the inflation of author lists through 
group, lab, institutional, or political 
associations. There is no way to inter-
pret these ratios (metrics) without con-
text. About all that we can conclude 
from the metrics is that the optics are 
wrong because they involve the reader 
in the politics behind the publication.9

While the CERN article example il-
lustrates the difficulty in apportioning 
scholarly credit, the Sokol article high-
lights the fragility of the peer-review 
system.10 Sokol submitted a paper that 
was obtuse, unintelligible nonsense. He 
suspected that inattentive editors might 
be so biased toward a submission that 
appeared to be rigorous and formal that 
they would fail to verify the relevance 
of the references. He was correct. Sokol 
snowed the editors with footwork that 
purported to integrate weighty topics 
like relativity, quantum physics, Min-
kowskian space–time, and Einstein’s 
field equations with philosophical top-
ics such as phenomenology, semiotics, 
deconstructivism, and hermeneutics. 
The prospect that quantum physics 
and relativity could be unified with 
the social sciences was a temptation 
too great to be ignored, so the editors 
published it and, in so doing, received 
the 1996 Ig Nobel Prize “for eagerly 
publishing research that they could 
not understand, that the author said 
was meaningless, and which claimed 
that reality does not exist.”11 (The in-
duction ceremony is available online 
on C-SPAN2 at https://www.c-span.
org/v ideo/ ?75657-1/ 1996-ig-nobel 
-awards.) In its own way, the Sokol 
hoax confirms our point that there are 
no shortcuts in the evaluation of schol-
arship. As the good folks at literacy 
central have been saying for 70 years, 
reading is fundamental (https://www.
rif.org/).

These two examples illustrate just 
how deceptive citations can be. It isn’t 
at all clear what a citation to the CERN 
article would imply for any particu-
lar author, and, in the case of Sokol’s 
paper, it isn’t clear whether any of the 
included citations should be assigned 
any significance. The critical point is 
that decontextualized citations are 
vacuous. Even a statistical correlation 
between number of citations and qual-
ity or importance requires a thought-
ful, measured assessment of quality. 
Correlations can be coincidental. Fail-
ure to recognize this by universities is 
one of the two primary causes of the 

evaluative nonsense facing university 
faculty today. The other is the elephant 
in the room: external funding, which 
we’ll defer to another forum!

METRIC MANIA REVISITED 
Metrics may be thought of as quanti-
tative metadata.12 Currently fashion-
able metrics include the Hirsch index 
(h-index), hi-k index (the h index over 
k years), m-values, Carbon h-index, 
and so on, all of which are assumed to 
be “useful” measures of research and 
publication quality in some circles. 
The h-index, which is defined as the 
number N of publications that have 
been cited at least N times in a rank-or-
dered l ist, seems to predominate. 
There is now an online cottage indus-
try associated with the development 
of research quality metrics called “rep-
utation” sites. One use of reputation 
sites is the assessment of the alleged 
impact of publications for purposes 
of faculty evaluation. Unfortunately, 
faculty have been encouraged to sup-
port these for-profit sites by creating  
“profiles” that provide metric sum-
maries of their work because they are 
quantitative, objective, and, of course, 
free. But this is misguided. Throwing 
papers down a staircase and assign-
ing weights depending on the number 
of stairs they have traversed is also 
quantitative, objective, and free, but 
it hardly qualifies as a useful tool for 
meaningful assessment. Encouraging 
the use of metric ranking services in-
troduces a moral hazard into the evalu-
ation of scholarly work—it encourages 
the participants to chase the metrics 
rather than focus on creating durable 
scholarship. It also blurs the distinction 
between correlation and causation.

The overarching concern of the use 
of metrics in such evaluation is the 
open question: What do such measures 
measure? It must be remembered that 
correlations are no guarantee of causal 
connection. They are just estimates, 
and there is no standard method for 
determining confidence in them.13  
Consider the following two statistical 
“facts”: 1) total revenue generated by 
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arcades correlates with the number of 
computer science doctorates awarded 
i n t he Un it e d St a t e s (98.5 1%, r  = 
0.985065), and 2) spending on science, 
space, and technology correlates with 
suicides by hanging, strangulation, 
and suffocation at the level of 99.79%  
(r = 0.99789126).14 Even if we concede 
that these correlations are objective and 
unbiased, we are certainly not commit-
ted to accept them as important, rele-
vant, or useful. That metrics and statis-
tics are not infallible guides to optimal 
decision making, can be misleading, 
and are supplements to, and not sur-
rogates for, careful reasoning, are well 
documented15–17 but seemingly ignored 
by consumers of ranking services.

This is not to say that evaluative 
metrics have no use in the academy. 
For example, metrics can be useful 
at identifying so-called predatory or 
deceptive publishing (such as open-ac-
cess publications that lack rigorous 
peer review). But, as University of 
Colorado librarian Jeffrey Beall dis-
covered, such identifications can lead 
to defamation litigation, threats, and 
persecution.18,19 So personal risk may 
be attendant with the use of metrics 
in this domain.

The use of metrics in the evalua-
tion of scholarship has had its share of 
detractors.20 As Hicks et al. observe, 
“research evaluations are now rou-
tine and reliant on metrics. The prob-
lem is that evaluation is led by data 
rather than judgment.”21 The so-called 
Leiden Manifesto for research metrics 
offers 10 principles as a “distillation of 
best practice in metrics-based research 
assessment” that are worthy of consid-
eration. These principles bring into 
focus the challenges of using metrics 
for this purpose. A parallel effort has 
been undertaken by the San Francisco 
Declaration on Research Assessment 
(DORA), which offers equally valuable 
suggestions for best practices for or-
ganizations, publishers, researchers, 
and funding agencies in their Decla-
ration on Research Assessment.22 An 
online document titled “5 common 
myths about the perceived value of 

journal impact factor (JIF)” is partic-
ularly noteworthy.23 A separate 2015 
repor t commissioned by the U.K. 
Higher Education Funding Council  
for England elaborates on the uses 
and misuses of research metrics and 
indicators,24 and the supplementary 
correlation analysis revealed that au-
thor-based metrics yield different re-
sults than the peer-review process.25 
The companion extensive literature 
review is noteworthy.26

So it is not that the employment of 
metrics in the evaluation of scholar-
ship is without criticism that accounts 
for its increasing use, but rather that 
t he crit icism is largely ignored by 
evaluators. This is not an oversight, 
but an expedient! To deal with the po-
litical and ethical issues that accom-
pany the misuse of metrics, one would 
have to challenge some basic tenets of 
academic capitalism, not the least of 
which are cost savings and reducing 
the administrative burden.

The moral hazards and perverse 
incentives that accompany the use of 
metrics in the academy are acceptable 
within the framework of the need for 
cost-effective, objective, and uncon-
tentious evaluations. The evaluation 
of scholarship with metrics may be 
thought of as a parallel construction 
to another hidden metric-based eval-
uation based on external f unding,  
where the standards are even less 
prescriptive but, in some disciplines, 
even more important. In a sense, the 
former metric can serve as a façade to 
the latter—required to give legitimacy 
to the formal process and administra-
tive code. While it would be déclassé to 
demand of faculty that they become 
institutional profit centers in writing, 

there is nothing to prohibit the de-
mand for scholarly excellence accord-
ing to standards befitting the disci-
pline. That demand is spoofy enough 
to avoid legal scrutiny.

Evaluative metrics should always 
be taken for what they are: anecdot-
age, no more, no less. Consider how 
the greatest scholars in history would 
have fared were their work assessed 
on the basis of current metrics. One 
may get an idea of the absurdity of 

the current fascination with metrics 
in some circles by considering how 
Copernicus, Galileo, Newton, Ein-
stein, Pasteur, and Salk would have 
reacted to the use of quantitative 
metrics in the evaluation of their 
work. The fact that Einstein’s work 
on relativity was passed over by 
the Nobel Committee should not be 
overlooked. We should look at h-in-
dexes, JIFs, and the like, just as we do 
Facebook likes, number of retweets, 
Amazon review scores, page views, 
number of downloads, and Google 
Scholar citation counts—along with 
collegiate football rankings, political 
and opinion polls, customer satis-
faction surveys, and sundry perfor-
mance rankings. They are all just 
artificial abstractions from data that 
are subject to wide interpretation 
and certainly neither necessary nor 
sufficient criteria for the evaluation 
of anything in particular. Even indi-
cators as basic as statistical measures 
of central tendency (various means, 
me d i a n s ,  modes, a nd nor ms) must  
be interpreted and are not immune to 
misunderstanding and misuse. There 
is only one way to evaluate scholar-
ship: invest the time to read and un-
derstand it.

Encouraging the use of metric ranking services 
introduces a moral hazard into the evaluation of 
scholarly work—it encourages the participants to 
chase the metrics rather than focus on creating 

durable scholarship.
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The issue is not whether the use 
of metrics in the evaluation of 
scholarship has kept abreast of 

new technology, or whether it is sensi-
tive to societal goals regarding diver-
sity, equal opportunities, and objec-
tivity. The emphasis of metrics is a de 
facto corruption of the reward system 
as it encourages counterproductive 
behavior. So why are we still calculat-
ing h-indexes and JIFs? The answer is 
that they are inexpensive and objec-
tive surrogates for legitimate peer re-
view. While bibliographic databases 
[S c ie nce D i re c t (E l s e v ie r),  S copu s 
(Elsevier), Mendeley (Elsevier), Web 
of Science (Clarivate Analytics, for-
merly Thomson Reuters), Springer  
Link (Springer), and Westlaw (Thom-
son Reuter s)]  a nd ac adem ic soc i a l  
networking sites [ResearchGate (pri-
vate), Google Scholar (Google), and 
Academia (private)] may be objective 
and unbiased sources of information, 
they suffer from the same deficien-
cies as throwing papers down the 
staircase or counting words—they 
circumvent the necessity of personal, 
mea su red, i ntel lec t ua l ly engaged 
assessment. 

Anything that draws our attention 
away from the actual content of a schol-
arly work is misplaced, and the neces-
sary perusal entails 1) familiarization 
with the literature on the subject, 2) in-
tense study of the object under review, 
and 3) assessment and verification of 
positions taken. This process cannot 
be outsourced and automated. The fact 
that something has been referenced, 
downloaded, or liked is prima facie 
irrelevant for purposes of evaluation. 
It is not that quantitative metrics are 
not yet the equal of peer review in eval-
uation, but rather that they will never 
be the equal of peer review in just the 
same way that watching faux news will 
never be a legitimate substitute for a 
formal education.

In conclusion, we need to be cyni-
cal about the utility and value of met-
rics—especially in the evaluation of 
scholarship. And, to paraphrase Lily 
Tom l i n, no a mou nt of c y n icism is  

ever sufficient in this context (https://
w w w.brainyquote.com/quotes/lily 
_tomlin_383212). 
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